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Digital Market Manipulation

M. Ryan Calo


Executive Summary:

Jon Hanson and Douglas Kysar coined the term “market manipulation” in 1999 to describe how companies exploit the cognitive limitations of consumers. Everything costs $9.99 because consumers see the price as closer to $9 than $10. Although widely cited by academics, the concept of market manipulation has had only a modest impact on consumer protection law.

This Article demonstrates that the concept of market manipulation is descriptively and theoretically incomplete, and updates the framework for the realities of a marketplace that is mediated by technology. Today’s firms fastidiously study consumers and, increasingly, personalize every aspect of their experience. They can also reach consumers anytime and anywhere, rather than waiting for the consumer to approach the marketplace. These and related trends mean that firms can not only take advantage of a general understanding of cognitive limitations, but can uncover and even trigger consumer frailty at an individual level.

A new theory of digital market manipulation reveals the limits of consumer protection law and exposes concrete economic and privacy harms that regulators will be hard-pressed to ignore. This Article thus both meaningfully advances the behavioral law and economics literature and harnesses that literature to explore and address an impending sea change in the way firms use data to persuade.

Author:

M. Ryan Calo is an assistant professor at the University of Washington School of Law and an affiliate scholar at the Stanford Law School Center for Internet and Society. He is a co-director of the University of Washington’s Tech Policy Lab. Calo researches the intersection of law and emerging technology, with an emphasis on privacy and robotics. His work on these and other topics has appeared in law reviews and major news outlets, including the New York Times, the Wall Street Journal, and NPR. In 2013, Professor Calo testified before the full Judiciary Committee of the United States Senate regarding the domestic use of drones. Professor Calo serves on numerous advisory boards, including the Electronic Privacy Information Center (EPIC), the Electronic Frontier Foundation (EFF), the Future of Privacy Forum, and National Robotics Week. Professor Calo co-chairs the Robotics and Artificial Intelligence committee of the American Bar Association and is a member of the Executive Committee of the American Association of Law Schools (AALS) Section on Internet and Computer Law.
Facing Real-Time Identification in Mobile Apps & Wearable Computers

Yana Welinder


**Executive Summary:**

This article explores the privacy implications of face recognition technology in mobile applications and wearable computers and provides recommendations for developing policy with respect to these uses. Face recognition apps in portable devices challenge individuals’ ability to remain anonymous in public places. They can also link individuals’ offline activities to their online profiles, generating a digital paper trail of their every move. The apps can therefore interfere with the ability to go off the radar, which is often considered essential for quiet reflection and daring experimentation - processes that are critical for a productive and democratic society. So given what we stand to lose, we ought to be cautious with groundbreaking technological progress. It does not mean that we have to move any slower, but we should think about potential consequences of the steps that we take.

This article maps out the recently launched face recognition apps and still developing wearable computing technologies, as well as some emerging regulatory responses. Based on these developments, it offers initial considerations for better policy responses to these uses. The article recommends solutions that focus on how the relevant individuals could be put on notice given that the apps will not only be using information about their users, but also about the persons being identified. It further recommends minimization of data collection and retention and discusses how biometric data can be kept secure. Today’s face recognition apps mostly use photos from social networks. They therefore call for regulatory responses that consider the context in which users originally shared the photos. Most importantly, the article highlights that the Federal Trade Commission’s first policy response to consumer applications that use face recognition did not follow the well-established principle of technology neutrality. The article argues that any regulation with respect to identification in real time should be technology neutral and narrowly address harmful uses of computer vision without hampering the development of useful applications.

**Author:**

Yana Welinder is a Legal Counsel at the Wikimedia Foundation and a Junior Affiliate Scholar at the Stanford Center for Internet & Society. Before joining Wikimedia, she was a Visiting Assistant Professor at California Western School of Law, where she taught Information Privacy Law and E-Commerce Law. Her research focuses on internet law, privacy, and intellectual property. She also works with net neutrality policy as a member to the UN Internet Governance Forum Dynamic Coalition on Net Neutrality. Yana has previously served as a Google Policy Fellow at the Electronic Frontier Foundation.
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and conducted research on the representation of privacy through user interface design as a fellow at Harvard Law School. She holds an LL.M. from Harvard Law School, a J.D. from University of Southern California, and an LL.B. from the London School of Economics and Political Science.
A Framework for Benefit-Cost Analysis in Digital Privacy Debates

Adam Thierer


Executive Summary:

Policy debates surrounding online child safety and digital privacy share much in common. Both are complicated by thorny definitional disputes and highly subjective valuations of “harm.” Both issues can be subject to intense cultural overreactions, or “technopanics.” It is common to hear demands for technical quick fixes or silver bullet solutions that are simple yet sophisticated. In both cases, the purpose of regulation is some form of information control. Preventing exposure to objectionable content or communications is the primary goal of online safety regulation, whereas preventing the release of personal information is typically the goal of online privacy regulation. The common response is regulation of business practices or default service settings.

Once we recognize that online child safety and digital privacy concerns are linked by many similar factors, we can consider whether common solutions exist. Many of the solutions proposed to enhance online safety and privacy are regulatory in character. But information regulation is not a costless exercise. It entails both economic and social costs. Measuring those costs is an extraordinarily complicated and contentious matter, since both online child safety and digital privacy are riddled with emotional appeals and highly subjective assertions of harm.

This Article will make a seemingly contradictory argument: benefit-cost analysis (“BCA”) is extremely challenging in online child safety and digital privacy debates, yet it remains essential that analysts and policy-makers attempt to conduct such reviews. While we will never be able to perfectly determine either the benefits or costs of online safety or privacy controls, the very act of conducting a regulatory impact analysis (“RIA”) will help us to better understand the trade-offs associated with various regulatory proposals. However, precisely because those benefits and costs remain so remarkably subjective and contentious, this Article will argue that we should look to employ less restrictive solutions—education and awareness efforts, empowerment tools, alternative enforcement mechanisms, etc.—before resorting to potentially costly and cumbersome legal and regulatory regimes that could disrupt the digital economy and the efficient pro-vision of services that consumers desire. This model has worked fairly effectively in the online safety context and can be applied to digital privacy concerns as well.

This Article focuses primarily on digital privacy policy and sketches out a framework for applying BCA to proposals aimed at limiting commercial online data collection, aggregation, and use. Information about online users is regularly collected by online operators to tailor advertising to them (so-called “targeted” or “behavioral” advertising), to offer them expanded functionality, or to provide them with additional service options. Such operators include social networking services, online search and e-mail providers, online advertisers, and other digital content
providers. While this produces many benefits for consumers—namely, a broad and growing diversity of online content and services for little or no charge—it also raises privacy concerns and results in calls for regulatory limitations on commercial data collection or reuse of personal information.

This Article does not focus on assertions of privacy rights against government, however. The benefit-cost calculus is clearly different when state actors, as opposed to private actors, are the focus of regulation. Governments have unique powers and responsibilities that qualify them for a different type of scrutiny.

To offer a more concrete example of how privacy-related BCA should work in practice, the recent actions of the Obama administration and the Federal Trade Commission (“FTC”) are considered throughout the Article. The Obama administration has been remarkably active on commercial privacy issues over the past three years yet has largely failed to adequately consider the full range of costs associated with increased government activity on this front. It has also failed to conclusively show that any sort of market failure exists as it relates to commercial data collection or targeted online advertising or services.

At a minimum, this Article will make it clear why independent agencies should be required to carry out BCA of any privacy-related policies they are considering. Currently, many agencies, including the FTC and the Federal Communications Commission (“FCC”), are not required to conduct BCA or have their rulemaking activities approved by the White House Office of Information and Regulatory Affairs (“OIRA”), which oversees federal regulations issued by executive agencies. Regulatory impact analysis is important even if there are problems in defining, quantifying, and monetizing benefits—as is certainly the case for commercial online privacy concerns.

In Part I, this Article examines the use of BCA by federal agencies to assess the utility of government regulations. Part II considers how BCA can be applied to online privacy regulation and the challenges federal officials face when determining the potential benefits of regulation. Part III then elaborates on the cost considerations and other trade-offs that regulators face when evaluating the impact of privacy-related regulations. In Part IV, this Article will discuss alternative measures that can be taken by government regulators when attempting to address online safety and privacy concerns. This Article concludes that policymakers must consider BCA when proposing new rules but also recognize the utility of alternative remedies, such as education and awareness campaigns, to address consumer concerns about online safety and privacy.

Author:

Adam Thierer is a senior research fellow with the Technology Policy Program at the Mercatus Center at George Mason University. He specializes in technology, media, Internet, and free-speech policies, with a particular focus on online child safety and digital privacy. His writings have appeared in the Wall Street Journal, the Economist, the Washington Post, the Atlantic, and Forbes, and he has appeared
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on national television and radio. Thierer is a frequent guest lecturer and has testified numerous times on Capitol Hill.

Thierer has authored or edited seven books on topics ranging from media regulation and child safety to the role of federalism in high-technology markets. He contributes to the Technology Liberation Front, a leading technology-policy blog. Thierer has served on several distinguished online-safety task forces, including Harvard University Law School’s Internet Safety Technical Task Force. Previously, Thierer was president of the Progress and Freedom Foundation, director of telecommunications studies at the Cato Institute, and a senior fellow at the Heritage Foundation.

Thierer received his MA in international business management and trade theory at the University of Maryland and his BA in journalism and political philosophy from Indiana University.
The FTC and the New Common Law of Privacy

Daniel J. Solove & Woodrow Hartzog

Forthcoming in the Columbia Law Review.

Executive Summary:

One of the great ironies about information privacy law is that the primary regulation of privacy in the United States has barely been studied in a scholarly way. Since the late 1990s, the Federal Trade Commission (FTC) has been enforcing companies’ privacy policies through, among other things, its authority to police unfair and deceptive trade practices.

Despite over fifteen years of FTC enforcement, there are hardly any judicial decisions to show for it. The cases have nearly all resulted in settlement agreements. Nevertheless, companies look to these agreements to guide their decisions regarding privacy practices. In practice, FTC privacy jurisprudence has become the broadest and most influential regulating force on information privacy in the United States – more so than nearly any privacy statute and any common law tort. It is therefore quite surprising that so little scholarly attention has been devoted to the FTC’s privacy jurisprudence.

In this Article, we endeavor to map this uncharted terrain. We explore how and why the FTC, and not contract law, came to dominate the enforcement of privacy policies. In the late 1990s, it was far from clear that the body of law regulating privacy policies would come from the FTC and not from traditional contract and promissory estoppel. We seek to understand why the FTC jurisprudence developed the way that it did and how it might develop in the future. We contend that the FTC’s privacy jurisprudence is the functional equivalent to a body of common law, and we examine it as such.

Our primary thesis is that through a common law-like process, the FTC’s actions have developed into a rich jurisprudence that is effectively the law of the land for businesses that deal in personal information. This jurisprudence has the foundations to grow even more robust. By clarifying its standards and looking beyond a company’s privacy promises, the FTC is poised to enforce a holistic and robust privacy regulatory regime that draws upon industry standards and consumer expectations of privacy to remain potent, feasible, and adaptable in the face of technological change.

Authors:

Daniel J. Solove is the John Marshall Harlan Research Professor of Law at the George Washington University Law School. He is also Senior Policy Advisor at Hogan Lovells. Additionally, he is the founder of TeachPrivacy, a company that provides privacy and security training.
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One of the world’s leading experts in privacy law, Solove is the author of numerous books, including Nothing to Hide: The False Tradeoff Between Privacy and Security (Yale 2011), Privacy Law Fundamentals (IAPP 2011), Understanding Privacy (Harvard 2008), and The Future of Reputation: Gossip and Rumor in the Information Age (Yale 2007). Additionally, he is also the author of a textbook, Information Privacy Law, as well as more than 40 articles. Solove has testified before Congress and has consulted in a number of high-profile privacy cases.

Woodrow Hartzog is an Assistant Professor at the Cumberland School of Law at Samford University. He is also an Affiliate Scholar at the Center for Internet and Society at Stanford Law School. His research focuses on privacy, human-computer interaction, contracts, and robotics. His work has been or is scheduled to be published in numerous scholarly publications such as the Columbia Law Review, California Law Review, and Michigan Law Review and popular publications such as The Atlantic and The Nation. He has been quoted or referenced in numerous articles and broadcasts, including NPR, the New York Times, the Los Angeles Times, USA Today, and Bloomberg. He previously worked as a trademark attorney at the United States Patent and Trademark Office and in private practice. He has also served as a clerk for the Electronic Privacy Information Center.
Information Privacy in the Cloud

Paul M. Schwartz

Published in the University of Pennsylvania Law Review. Full paper available at: http://www.pennlawreview.com/print/?id=402

Executive Summary:

Cloud computing is the locating of computing resources on the Internet in a fashion that makes them highly dynamic and scalable. Moreover, cloud computing permits dramatic flexibility in processing decisions—and on a global basis. The rise of the cloud has also significantly challenged established legal paradigms. This Article analyzes current shortcomings of information privacy law in the context of the cloud. It develops normative proposals to allow the cloud to become a central part of the evolving Internet. These proposals rest on strong and effective protections for information privacy that are sensitive to technological changes.

This Article examines three areas of change in personal data processing due to the cloud. The first area of change concerns the nature of information processing at companies. For many organizations, data transmissions are no longer point-to-point transactions within one country; they are now increasingly international in nature. As a result of this development, the legal distinction between national and international data processing is less meaningful than in the past. The jurisdictional concepts of EU law do not fit well with these changes in the scale and nature of international data processing. This Article proposes modifications to the applicable EU jurisdictional law and, in particular, the sweeping rules of the Proposed Draft Regulation.

A second legal issue concerns the multi-directional nature of modern data flows, which occur today as a networked series of processes made to deliver a business result. Due to this development, established concepts of privacy law, such as the definition of “personal information” and the meaning of “automated processing” have become problematic. There is also no international harmonization of these concepts. As a result, European Union and U.S. officials may differ on whether certain cloud-based activities implicate the restrictions and regulations of privacy law. This Article applies the authors’ tiered conception of personally identifiable information—“PII 2.0”—to create incentives for cloud companies to maintain information in an indentifiable or even nonindentifiable form and thus begin harmonizing the U.S. and EU approaches to PII.

A final change relates to a shift to a process-oriented management approach. Users no longer need to own technology, whether software or hardware, that is placed in the cloud. Rather, different parties in the cloud can contribute inputs and outputs and execute other kinds of actions. In short, technology has provided new answers to a question that Ronald Coase first posed in “The Nature of the Firm.” New technologies and accompanying business models now allow firms to approach Coasian “make or buy” decisions in innovative ways. Yet, privacy law’s approach to liability for privacy violations and data losses in the new “make or buy” world of the cloud may not create adequate incentives for the multiple parties who handle personal data. This Article explores the need for a model contract privacy law that would provide a core baseline of protections in business-to-consumer arrangements.
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Author:

Paul Schwartz is a leading international expert on information privacy law. He is a professor at the University of California, Berkeley Law School and a director of the Berkeley Center for Law and Technology. He has testified before Congress and served as an advisor to international organizations, including Directorate Generals of the European Union. He assists numerous corporations and organizations with regulatory, policy and governance issues relating to information privacy. Schwartz is a frequent speaker at technology conferences and corporate events in the United States and abroad. He is a Special Advisor to the privacy and data security practice of Paul Hastings LLP.

Professor Schwarz is the author of many books, including the leading casebook, “Information Privacy Law,” and the distilled guide, “Privacy Law Fundamentals,” each with Daniel Solove. “Information Privacy Law,” now in its fourth edition, is used in courses at more than 20 law schools. Schwartz’s over fifty articles have appeared in journals such as the Harvard Law Review, Yale Law Journal, Stanford Law Review, University of Chicago Law Review and California Law Review. He publishes on a wide array of privacy and technology topics including data analytics, cloud computing, telecommunications surveillance, data security breaches, health care privacy, privacy governance, data mining, financial privacy, European data privacy law, and comparative privacy law.
Obscurity by Design

Woodrow Hartzog & Frederic D. Stutzman


Executive Summary:

Design-based solutions to confront technological privacy threats are becoming popular with regulators. One popular design solution, “Privacy by Design,” has been described as “the philosophy and approach of embedding privacy into the design specifications of various technologies.” However, these promising solutions have left the full potential of design untapped. With respect to online communication technologies, design-based solutions for privacy remain incomplete because they have yet to successfully address the trickiest aspect of the Internet—social interaction. This Article posits that privacy-protection strategies such as “Privacy by Design” face unique challenges with regard to social software and social technology due to their interactional nature.

This Article proposes that design-based solutions for social technologies benefit from increased attention to user interaction, with a focus on the principles of “obscurity” rather than the expansive and vague concept of “privacy.” The main thesis of this Article is that obscurity is the optimal protection for most online social interactions and, as such, is a natural locus for design-based privacy solutions for social technologies. To that end, this Article develops a model of “obscurity by design” as a means to address the privacy problems inherent in social technologies and the Internet.

Where the pursuit of “privacy” in design often seems like a quest for near-perfect protection, the goal of designing for obscurity is that it be “good enough” for most contexts or to accommodate a user’s specific needs. As the natural state for many online social communications, obscurity is the logical locus for the front end design of social technologies. Obscurity by design utilizes the full potential of design-based solutions to protect privacy and serve as a roadmap for organizations and regulators who seek to confront the vexing problems and contradictions inherent in social technologies.

Authors:
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Executive Summary:

Since the June 2013 revelations of the NSA’s sweeping surveillance of the public’s metadata, the term “metadata” has been regularly used in the media, frequently without any explanation of its meaning. In an effort to educate the public and draw importance to this issue, Ontario’s Information and Privacy Commissioner, Dr. Ann Cavoukian, set out in this paper to provide a clear understanding of metadata and how revealing its content can be.

Metadata’s reach can be extensive – including information that reveals the time and duration of a communication, the particular devices used, email addresses, numbers contacted, which kinds of communications services were used, and at what geolocations. And since virtually every device we use has a unique identifying number, our communications and Internet activities may be linked and traced with relative ease, ultimately back to the individuals involved.

All this metadata is collected and retained by communications service providers for varying periods of time and, for legitimate business purposes. Key questions arise, however, including who else may have access to all this information, and for what purposes? Senior U.S. government officials have been defending their sweeping and systemic seizure of the public’s communications data on the basis that it is “only metadata.” They say it is neither sensitive nor privacy-invasive since it does not access any content. Given the implications for privacy and freedom, it is critical that we all question the dated but ever-so prevalent either/or, zero-sum mindset of privacy vs. security. Instead, what is needed are proactive measures designed to provide for both security and privacy, in an accountable and transparent manner.

In this globally networked age, privacy knows no bounds – it is no longer simply a local issue – it transcends borders, demanding global attention. Accordingly, we urge governments to adopt a proactive approach to securing the rights affected by intrusive surveillance programs. To protect privacy and liberty, any power to seize communications metadata must come with strong safeguards directly embedded into programs and technologies, that are clearly expressed in the governing legal framework. More robust judicial oversight, parliamentary or congressional controls, and systems capable of providing for effective public accountability should be brought to bear. The need for operational secrecy must not stand in the way of public accountability. Our essential need for privacy and the preservation of our freedom and liberty are at stake.
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Executive Summary:

As this Article goes to press, the European Union is embroiled in debates over the contours of a proposed new privacy regulation. These efforts, however, have lacked critical information necessary for reform. For, like privacy debates generally, they focus almost entirely on law “on the books”—legal texts enacted by legislatures or promulgated by agencies.

By contrast, they largely ignore privacy “on the ground”—the ways in which corporations in different countries have operationalized privacy protection in the light of divergent formal laws, different approaches taken by local administrative agencies, and other jurisdiction-specific social, cultural, and legal forces. Indeed, despite the new regulation’s central goal of harmonizing privacy across Europe by preempting today’s enormous variation in national approaches, policymakers have been hobbled by an absence of evidence as to which national choices about privacy governance have proven more or less resilient in the face of radical technological and social change. Information about the relative strengths and benefits of the alternate regulatory approaches that have flourished in the “living laboratories” of the European member states is largely undeveloped.

This Article begins to fill this gap—and at a critical juncture. Our “on the ground” project uses qualitative empirical inquiry—including interviews with, and questionnaires completed by, corporate privacy officers, regulators, and other actors within the privacy field in three European countries, France, Germany and Spain—to identify the ways in which privacy protection is implemented in different jurisdictions, and the combination of social, market, and regulatory forces that drive these choices. It thus offers a comparative “in-the-wild” assessment of the effects of the different regulatory approaches adopted by these three countries—as well as with similar research previously completed about privacy “on the ground” in the United States.

Our comparative analysis indicates fundamental flaws in the dominant narratives regarding the regulation of privacy in the United States and Europe—accounts that have dominated privacy scholarship and advocacy for over a decade. Those narratives have portrayed the U.S. regulatory regime as a weak one that fails to provide across-the-board procedures that empower individuals to control the use and dissemination of their personal information. By contrast, those accounts promote a “European” model of privacy governance—typified by rigorous privacy principles embodied in law or binding codes, mandating processes to protect individual “choice” about the use of personal data, and interpreted and monitored by an independent and dedicated privacy agency—as the sort of privacy regime to which the United States must aspire.

Our research, offers evidence to the contrary. First it demonstrates that there is not one single “European” approach, but rather that the implementation of privacy
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varies widely among European jurisdictions, reflecting different governance choices and regulatory approaches. Second, it suggests that a variety of “new governance” approaches to privacy resonant in both German and U.S. privacy governance contribute to regulatory frameworks that can both foster adaptability in the face of rapid technological change, and encourage development of the type of privacy expertise within corporations that can respond new privacy threat models raised by new products, services, and business models. Third, it indicates the shortcomings of a traditional “European” rights-based model of privacy protection focused on the protection of individual “choice,” and the strengths of a model intended to promote the “operationalization” of privacy within corporate structures, such that privacy expertise informs business decisions about technology, products, and services from the start of the development process to its completion.

In the face of novel challenges to privacy, leveraging the adaptability of distinct regulatory approaches and institutions has never been more important. As technological and social change has altered the generation and use of data, the definition of privacy that has prevailed in the political sphere—individual control over the disclosure and use of personal information—has increasingly lost its salience. In particular, the common instruments of protection generated by this definition—procedural mechanisms to protect individual “choice”—have offered an inapt paradigm for privacy protection in the face of data ubiquity and computing capacity. In developing new metrics for protecting privacy, policymakers must take into account a far more granular and bottom-up analysis of both differences in national practice and the forces on the ground that result in the diffusion—or lack thereof—of corporate structures and institutions that research suggests are most adaptive in protecting privacy in the face of change.
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Executive Summary:

U.S. and EU privacy law can greatly diverge. Even at the threshold level—determining what information is covered by the regulation—the United States and European Union differ significantly. The existence of personal information—commonly referred to as “personally identifiable information” (PII)—is the trigger for when privacy laws apply.

PII is defined quite differently in U.S. and EU privacy law. The U.S. approach involves multiple and inconsistent definitions of PII that are often quite narrow. The EU approach defines PII to encompass all information identifiable to a person, which is a definition that can be quite broad and vague. This divergence is so basic that it threatens the current status quo built around second-order mechanisms for allowing international data transfers, including the presently contentious Safe Harbor. It also raises compliance costs for companies who do business in both areas of the world. But since both the United States and the European Union are deeply committed to their respective approaches, attempts to harmonize U.S. and EU privacy law by turning EU privacy law into a U.S.-style approach, or vice versa, are unlikely to succeed.

In this Essay, we argue that there is a way to bridge these differences regarding PII. We contend that a tiered approach to the concept of PII (which we call “PII 2.0”) represents a superior way of defining PII than the current approaches in the United States and European Union. We also argue that PII 2.0 is consistent with the different underlying philosophies of the U.S. and EU privacy law regimes. Under PII 2.0, all of the Fair Information Practices (FIPs) should apply when data refers to an identified person or where there is a significant risk of the data being identified. Only some of the FIPs should apply when data is merely identifiable, and no FIPs should apply when there is a minimal risk that the data is identifiable. We demonstrate how PII 2.0 advances the goals of both U.S. and EU privacy law and how PII 2.0 is consistent with their different underlying philosophies. PII 2.0 thus advances the process of bridging the current gap between U.S. and EU privacy law.

Authors:

Paul Schwartz is a leading international expert on information privacy law. He is a professor at the University of California, Berkeley Law School and a director of the Berkeley Center for Law and Technology. He has testified before Congress and served as an advisor to international organizations, including Directorate Generals of the European
Reconciling Personal Information in the U.S. and EU

Union. He assists numerous corporations and organizations with regulatory, policy and governance issues relating to information privacy. Schwartz is a frequent speaker at technology conferences and corporate events in the United States and abroad. He is a Special Advisor to the privacy and data security practice of Paul Hastings LLP.

Professor Schwarz is the author of many books, including the leading casebook, “Information Privacy Law,” and the distilled guide, “Privacy Law Fundamentals,” each with Daniel Solove. “Information Privacy Law,” now in its fourth edition, is used in courses at more than 20 law schools. Schwartz’s over fifty articles have appeared in journals such as the Harvard Law Review, Yale Law Journal, Stanford Law Review, University of Chicago Law Review and California Law Review. He publishes on a wide array of privacy and technology topics including data analytics, cloud computing, telecommunications surveillance, data security breaches, health care privacy, privacy governance, data mining, financial privacy, European data privacy law, and comparative privacy law.

Daniel J. Solove is the John Marshall Harlan Research Professor of Law at the George Washington University Law School. He is also Senior Policy Advisor at Hogan Lovells. Additionally, he is the founder of TeachPrivacy, a company that provides privacy and security training. One of the world’s leading experts in privacy law, Solove is the author of numerous books, including Nothing to Hide: The False Tradeoff Between Privacy and Security (Yale 2011), Privacy Law Fundamentals (IAPP 2011), Understanding Privacy (Harvard 2008), and The Future of Reputation: Gossip and Rumor in the Information Age (Yale 2007). Additionally, he is also the author of a textbook, Information Privacy Law, as well as more than 40 articles. Solove has testified before Congress and has consulted in a number of high-profile privacy cases.
Executive Summary:

A few kinds of privacy rights run into conflict with the First Amendment, most notably the old Warren and Brandeis argument for a tort by which the rich and famous could keep unflattering and embarrassing truths about them out of the newspapers. But privacy can mean many things, and most of these things are fully consistent with the American commitments to broad rights of free speech and free press. Specifically, we use the term “privacy” to refer to the many laws regulating personal data, including consumer credit and video rental information, and information given to doctors and lawyers. Despite calls from industry groups and a few isolated academics that these laws somehow menace free public debate, the vast majority of information privacy law is constitutional under ordinary settled understandings of the First Amendment. Policymakers can thus make information policy on the merits rather than being distracted by spurious free speech claims.

Throughout the world, democratic societies regulate personal data using laws that embody the “Fair Information Practices” or FIPs. The FIPs are a set of principles that regulate the relationships between business and government entities that collect, use, and disclose personal information about “data subjects,” and which were developed by the United States Government in the 1970s. Over the past decade, some (but not all) industry groups and a handful of scholars have argued that the FIPs somehow offend the First Amendment, an argument seemingly strengthened by the Supreme Court’s 2011 decision in Sorrell v. IMS Health, which struck down a Vermont law preventing drug reps (but no one else) from using data-based marketing to speak to physicians.

Before Sorrell, there was a settled understanding that general commercial regulation of the huge data trade wasn’t censorship. It was seen on the contrary as part of the ordinary business of commercial regulation that fills thousands of pages of the United States Code and the Code of Federal Regulations. Nothing in the Sorrell opinion should lead policymakers to conclude that this settled understanding has changed. The poorly-drafted Vermont law in Sorrell discriminated against particular kinds of protected speech (in-person advertising), and particular kinds of protected speakers (advertisers but not their opponents). Such content- and viewpoint discrimination would doom even unprotected speech under well-settled First Amendment law. As the Court made clear, the real problem with the Vermont law at issue was that it didn’t regulate enough, unlike the “more coherent policy” of the undoubtedly constitutional federal Health Insurance Portability and Accountability Act of 1996.

Notwithstanding the Court’s clarity on this point, a few observers have suggested that data flows are somehow “speech” protected by the First Amendment. But the “data is speech” argument makes no sense from a First Amendment perspective. People do things every day that are more clearly “speech” than a data flow, from blogging and singing in the shower to insider trading, sexually harassing co-workers, verbally abusing children, and even hiring
assassins. Well-settled First Amendment allows us to separate out which of these activities cannot be regulated (the first two) from those which can (the rest). First Amendment lawyers don’t ask whether something is “speech,” because almost everything is expressive in some way. Instead, they ask which kinds of government regulation are particularly threatening to long-standing First Amendment values. And commercial regulation – of sexual harassment, unfair trade practices, and commercial data flows based on the FIPs — is rarely threatening to First Amendment values, properly understood by their settled meaning.

The ordinary understandings of First Amendment lawyers are supported by a more fundamental reason. During the New Deal, American society decided that, by and large, commercial regulation should be made on the basis of economic and social policy rather than blunt constitutional rules. This has become one of the basic principles of American Constitutional law. As we move into the digital age, in which more and more of our society is affected or constituted by data flows, we face a similar threat. If “data” were somehow “speech,” virtually every economic law would become clouded by constitutional doubt. Economic or commercial policy affecting data flows (which is to say all economic or social policy) would become almost impossible. This might be a valid policy choice, but it is not one that the First Amendment commands. Any radical suggestions to the contrary are unsupported by our Constitutional law.

Privacy law is thus (mostly) constitutional. And when we’re talking about the regulation of commercial data flows, it’s entirely constitutional, except for a few poorly-drafted outliers like the law struck down in Sorrell. In a democratic society, the basic contours of information policy must ultimately be up to the people and their policymaking representatives, and not to unelected judges. We should decide policy on that basis, rather than on odd readings of the First Amendment.
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